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Предполагается, что слушателям уже знакомы основные понятия теории вероятностей, а также методы оценивания параметров и проверки статистических гипотез в случаях, когда тип распределения наблюдаемых величин известен. Однако при решении практических задач исследователь часто находится в условиях априорной стохастической неопределённости, то есть в ситуации, когда распределение наблюдений неизвестно или описывается «загрязнённым» распределением с большим числом неизвестных параметров. В таких случаях классические процедуры, оптимальные для нормального распределения, работают плохо. В последние десятилетия разработаны робастные методы, которые успешно применяются в условиях априорной стохастической неопределённости. В курсе будет рассказано об этих статистических методах, будут определены основные показатели робастности и проведён сравнительный анализ робастных и классических процедур. Применение методов будет проиллюстрировано большим количеством примеров из медицины, биологии, социологии, экономики.

**В рамках курса планируется обсудить следующие темы:**

* основы проверки статистических гипотез;
* понятие робастности в терминах кривой чувствительности и пороговой точки;
* выявление неоднородности двух выборок с помощью классических и ранговых процедур;
* сравнительный анализ асимптотических эффективностей критериев;
* классические и ранговые методы в задачах однофакторного и двухфакторного дисперсионного анализа;
* исследование независимости показателей для различных шкал измерений; коэффициенты, характеризующие силу связи показателей;
* меры прогноза в номинальных шкалах;
* снижение размерности показателей методами факторного анализа.
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